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How to make ChatGPT ?

* Pre-Training
* Thisis the point where most of the reasoning power is infused in the model.
e Data - Billions of tokens of unstructured text from the internet

* |Instruction Tuning
* Trains models to follow natural language instructions
* Data- Several thousand (Task, Instruction, Output) triplets

* Reinforcement Learning from Human Feedback
* Show the output(s) generated by models to humans/reward model
* Collectfeedbackin the form of preferences.
* Use these preferences to further improve the model
* Data - Several thousand (Task, instruction) pairs and a reward model/preference model/human
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Why Do We Need Pre-Training?

* Humans Excel at Generalization from Limited Examples
¢ Eg:C-AT>T-A-C D-O-G> ??
* Lifetime of accumulated knowledge to leverage from.

* Traditional ML requires vast amount of data for each task

* Need to learn each pattern from scratch
* No prior knowledge to guide them

* Question: Can we somehow use the vast amount of data on the web to
* Achieve better performance with less data?
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A generative model for sentences
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How to pretrain?

* Masked language models
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Generative modelling of sentences

* What do we need — A model from which we can sample sentences
* Given asentence s = (tq, ..., t,;,), the pr%bability of the sentence can be written as

p(s) = py(t1) Hpj+1(tj+1|t1; s by)
j=1

* p; are distributions over the vocabulary.

* Ifthese p;s are provided, such a model is called autoregressive model
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Sampling a sentence from an autoregressive model

* Sample the first token t; from p4

* For each subsequent step

 Sample token t;, 1 conditioned on the previous tokens ty, ..., t;
tiv1 ~ Dj+1( 1Ly, s by)

Since p; are distributions over the vocabulary, they are easy to sample from !!
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What do p;s look like?

p1(.)

w

Encoder

LLMs: Introduction and Recent Advances



https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/

What do p;s look like?

p2(. |t1)

w

Encoder

BOS
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What do p;s look like?

p3(. |t1,t2)

a

w

Transformer Encoder
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What do p;s look like?

P4(. |1, t2, t3)

a

w

Transformer Encoder
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What do p;s look like? — RNN encoder

p1(.) p2(. |t1)
w w
€1

BOS
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Problems with RNN Encoder

* The hidden state at (j + 1)*" step depends on the hidden step at j" step.

j+1 —

e Time <

* How to get rid of sequential computation ?
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What do p;s look like? — Full attention mask

p1(.) p2(-[t1) p3(. |t1,t2) Pa(. Ly, ta, t3)
|1//4 w |1//4 |1//4
e1 € €3 €4
{ nc
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What do p;s look like? — Causal attention mask

p1(.) p2(-[t1) p3(. |t1,t2) P4(. |1, t2, t3)
W |1//4 |1//4 |1//4 V
€1 €2 €3 €4

Transformer Encoder

BOS The cat ran
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Causal attention mask
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Training Loss — Recap: Maximum Likelihood
Estimation

* Given
» A parametric family of probability distributions pg
* nindependent & identically distributed observations s4, ..., s,

* Task
* Find the parameter 8" that most likely resulted in the observed data, that is
arg max pg (51, ) Sn)
= arg mealxlog Po(S1, ) Sn)

n
= arg mgxz log pe(si)
=1

LLMs: Introduction and Recent Advances L || Gaurav Pandey



https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/

MLE estimation from sentence data

* Givenasentences = (ty,...,tm), the probability of the sentence can be written as

po(s) = py(t1) 1_[19]+1( +1lts s tj)

logpe(s) = logp,(¢,) + Z logpj+1(tj+alte, on L))
j=1
 Maximum Likelihood estimation
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Pre-Training



Pre-Training Considerations

* Pre-Training Data
* Large scale web corpus is curated & filtered

* Tokenization — Tokenizer & Vocabulary size

Model architecture
* Number of layers
* Token representation dimension/hidden dimension
* Number of attention heads
* Maximum sequence length

Optimizer
* Adam/Adagrad/Adafactor
* Hyperparameters — learning rate, beta-values
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Data curation & filtering

Scrape the web for HTML/text documents
Parse the HTML web page using HTML parsers

* Removal of html tags

* Deduplication of web pages

Remove non-informative documents — logs & error messages
Remove outlier documents — documents with weird token distribution

Optional: Train a classifier to determine document quality

Credit: Llama 3.1 paper by Meta
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Tokenization & Data stream

Tokenize
Document 1 » t11 | t1 RZE ~ T4 " tis | tig [ < |endoftext| >
Document 2 >ty | ty o toz | toq » tye » < |endoftext| >
Document 3 > t3; 1 t3 o t33 > t3y - < |endoftext| >
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Tokenization & Data stream

t11 1 tio o t13 | t1a » tis M ti1g 1 < |end0ftext|)

Cﬁ~ tyy o to3 [ ty, » tye < Iendofteb
C; tsy L > L34 - < |endoftext| >
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What can pre-trained models do?

* They can mimic the behavior that they saw on the text on which they were trained on.

”T’m not the cleverest man in the world, but like they say in
French: Je ne suis pas un imbecile [I’m not a fool].

In a now-deleted post from Aug. 16, Soheil Eid, Tory candidate i 1 1 1 i
in the riding of Jolictto, vrow in Fronch: “Mentos mentes, Here is a poem that describes a sun as it gets dipped in chocolate.

il en restera toujours quelque chose,” which translates as,
”Lie lie and something will always remain.”

235

“I hate the word ‘perfume,”” Burr says. ‘It’s somewhat better Itisa bea ut IfUI day’
in French: ‘parfum.’ The sun is shining bright,

If listened carefully at 29:55, a conversation can be heard 3 c
between two guys in French: “~-Comment on fait pour aller And the chocolate is melti ng’

de P’autre coté? -Quel autre coté?””, which means “- How ; i - 3
do you get to the other side? - What side?”". As it getS di pped inthe n Ight

If this sounds like a bit of a stretch, consider this ques-
tion in French: As-tu aller au cinéma?, or Did you go to
the movies?, which literally translates as Have-you to go to

movies/theater? Input: Prompt and the first line

“Brevet Sans Garantie Du Gouvernement”, translated to
English: “Patented without government warranty”.

Model; Llama-3-8B

Table 1. Examples of naturally occurring demonstrations of En-
glish to French and French to English translation found throughout
the WebText training set.
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What can they not do?

Write a poem that describes a sun getting dipped in chocolate. It should be a haiku, and it should be about
a sun getting dipped in chocolate. It should be a haiku, and it should be about a sun getting dipped in
chocolate. It should be a haiku, and it should be about a sun getting dipped in chocolate. It should be a
haiku, and it should be about a sun getting dipped in chocolate. It should be a haiku, and it should be about
a sun getting dipped in chocolate. It should be a haiku, and it should be about a sun getting dipped in
chocolate. It should be a haiku, and it should be about a sun getting dipped in chocolate. It should be a
haiku, and it should be about a sun getting dipped in chocolate. It should be a haiku, and it should be about
a sun getting dipped in chocolate. It should be a haiku, and it should be about a sun getting dipped in
chocolate. It should be a haiku, and it should

They can’t follow instructions !!
Reason: Most of their training data is not in instruction-output format
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el LA VY J.J.J.o

J
-
|

Instruction
tuning

How to make them work ?

@)
)
|

* In-context learning (this lecture)
* Give few examples of the task that you want the model to solve

No
instruction
tuning

* Instruction tuning (next lecture)
* Finetune the pretrained model to follow instructions

10 NLU task average
M=~ @)
- -

o)
)
|

102! 10%2 10%3 102

Training flops
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Emergence of In-context learning
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What is in-context learning?

* Learning from a few examples within the context

_ rReview: Delicious food! Sentiment: Posi‘[iveN
k Demonstration || peview: The food is awful. Sentiment: Negative
Examples
Template New Review: Terrible dishes! Sentiment: Negative
. — ' . .
Review: [Text] Query -{ LRewew. Good meal! Sentiment: )
Sentiment: [Label] l Input
Text Label Large Language MOdeI Credit: A Survey on In-context Learning
Delicious food! 1 Parameter Freeze
The food is awful. 0
Tertible dishes! o 1 Output

Positive
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Boosting In-context learning - during pre-training

* Reorganize pretraining data to group similar examples together

Z Intrinsic Task: Sentiment Analysis Z1 Intrinsic Task: Sentiment Analysis

s N
Knowing that Argentina won the After breaking up with his
World Cup, he was excited to tears. girlfriend, he was so miserable.

Z32 Intrinsic Task: Sentiment Analysis

4 ™
When | saw the Avatar movie, | was
—l — . ) .
impressed by its special effects. |
L

Corpus C Retriever

Zk Intrinsic Task: Sentiment Analysis

When facing the audience, she was
too nervous to say a word.

(o) (= a %) — |

Pre-training Instance

Credit: Pre-Training to Learn in Context
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Boosting In-context learning — during inference

* Choose in-context examples similar to the query example

select nearest neighbors

Test Prompt

encode

[ What county is Frederick, MD in? } ———————— V4

encode

Training Data !

| 1 J ‘ What county is Duluth Minnesota in?
® ®
L J ®
[ N ] ‘ What Olympic athlete has won the most medals?]

. 1 J

LLMs: Introduction and Recent Advances

O

~

R

: What county is Duluth Minnesota in?
: St. Louis County

R

: What county is Frederick, MD in? ]

Credit: What Makes Good In-Context Examples
for GPT-3
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What is a good similarity metric?

* Cosine distance
* Embed the inputs using a sentence embedder such as Roberta.
* Similar examples are those whose inputs maximize the cosine similarity.
» Given query g, the score of an example (x, y) is given by

e _el@)
[leCOIl e (@]

Score(x) =<

* The top-k examples are selected.

* Question: How can you make this set diverse?
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Contrastive learning of the similarity metric

What is the length of the longest river in the usa? Which sta_ates .border the
shortest river in the usa?
1) rivers 2) #1 in the usa 3) lengths of #2 4) ... 1) the usa 2) rivers of #1 3)
how long are #2 4) ...
1 ) .
— 1 .
N
1 /" What is the longest river in )
. . R’U, the smallest state in the usa?
L B Te——" 1) states 2) size of #1 3) #1 |
R Retriever where #2 is the lowest 4) ...
D N \ /
~—
Training /~ Which states border the
Data longest river in the usa?
Y
D 1) the usa 2) rivers of #1 3)
how long are #2 4) return ...
- v

Candidate Prompts g

Credit: Learning To Retrieve Prompts for In-Context Learning
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Contrastive learning of the similarity metric

g I

What is the length of the longest river in the usa? Which sta_ates .border the
shortest river in the usa?
1) rivers 2) #1 in the usa 3) lengths of #2 4) ... 1) the usa 2) rivers of #1 3)
how long are #2 4) ...
Y
1 .
— 1 .
N (
1 /" What is the longest river in ) g
the smallest state in the usa?
i N R’u,
L B Te——" 1) states 2) size of #1 3) #1 Scoring
1 Retriever where #2 is the lowest 4) ... LM
D \ J
~—
Training /~ Which states border the
Data longest river in the usa? /
D 1) the usa 2) rivers of #1 3)
how long are #2 4) return ...
\ J N S

Candidate Prompts g
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Contrastive learning of the similarity metric

g I

- - Positive
What is the length of the longest river in the usa? Which states border the Which states border the Examples
shortest river in the usa? longest river in the usa? g
) : pos
1) rivers 2) #1 in the usa 3) lengths of #2 4) ... 1) the usa 2) rivers of #1 3) 1) the usa 2) rivers of #1 3)
how long are #2 4) ... how long are #2 4) return ...
( ) 0.9
N : . y
N .
1 /" What is the longest river in '} g  What is the longest river in Contrastive
1 R’U, the smallest state in the usa? 05 the smallest state in the usa? Learning
L B Te——" 1) states 2) size of #1 3) #1 Scoring "| 1) states 2) size of #1 3) #1 N
il R Retriever where #2 is the lowest 4) ... LM where #2 is the lowest 4) ...
D N \ J \ /
~—
Training /" Which states border the ) 0.1 Which states border the )
Data longest river in the usa? / shortest river in the usa? g
ne;
D 1) the usa 2) rivers of #1 3) 1) the usa 2) rivers of #1 3) °g
Hard Negative
how long are #2 4) return ... how long are #2 4) ... E I
. v N J J Xamples

Candidate Prompts g

Credit: Learning To Retrieve Prompts for In-Context Learning
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Contrastive learning of the similarity metric

Zie5

What is the length of the longest river in the usa?

1) rivers 2) #1 in the usa 3) lengths of #2 4) ...

Training
Data

D

LRy -

Unsupervised
Retriever

g I

Which states border the Which states border the Elj((;ls'n:t;;‘::s
shortest river in the usa? longest river in the usa? g
pos
1) the usa 2) rivers of #1 3) 1) the usa 2) rivers of #1 3)
how long are #2 4) ... how long are #2 4) return ...
0.9
/" What is the longest river in ) g /" What is the longest river in Contrastive
the smallest state in the usa? 05 the smallest state in the usa? Learning
1) states 2) size of #1 3) #1 Scoring 1) states 2) size of #1 3) #1
where #2 is the lowest 4) ... LM where #2 is the lowest 4) ...
\ _ \, J
/~ Which states border the 01 Which states border the
longest river in the usa? / shortest river in the usa?
, , gneg
1) the usa 2) rivers of #1 3) 1) the usa 2) rivers of #1 3) .
Hard Negative
how long are #2 4) return ... how long are #2 4) ... E
xamples
- J \_ J >

Candidate Prompts g

LLMs: Introduction and Recent Advances
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Why does in-context learning work?

 Motivation:

Prompt: (apples are red) (bananas are yellow) (grapes are ?7?)
GPT-3: (apples are red) (bananas are yellow) (grapes are purple)

Prompt: (lemons are sour) (cranberries are bitter) (grapes are ??)

GPT-3:: (lemons are sour) (cranberries are bitter) (grapes are sweet)

Claim 1: Transformers implicitly perform Bayesian inference.
Claim 2: Transformers learn in-context by gradient descent !!

Content credit: TILOS Seminar: Transformers learn
in-context by (functional) gradient descent

LLMs: Introduction and Recent Advances !' Gaurav Pandey
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Recap — Gradient Descent

x1:(0.1,0.3,—0.7), y:i—1.2 Assumption: Linear model
X5:(0.2,0.4,—0.6), Yy —2.4 y=<26,x>

x,:(04,07 —03),  y,:—1.6

Loss R(0) =

Gradient Descent
Ory1 =0 — 5tV9R(9t)

Content credit: TILOS Seminar: Transformers learn
in-context by (functional) gradient descent
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Linear transformers

Linear Attention Linear Transformer

Input
t l
MatMul | v

remove Attn,
softmax ~ | SO 4

activation 3 1 Attn,
@ | Mask (opt.) Fq ‘

g e

S Scale // :
) // {

MatMul Attn;,
t |
v

Prediction

Credit: TILOS Seminar: Transformers learn
in-context by (functional) gradient descent

f@% LLMs: Introduction and Recent Advances

Gaurav Pandey



https://www.lcs2.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/
https://home.iitd.ac.in/
https://lcs2-iitd.github.io/ELL881-AIL821-2401/

Transformers learn in-context by gradient descent
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Main Takeaways

* A generative model for sentences can be created by using a causal attention mask in
transformers.

* In-context learning (ICL) is an emergent property of pre-trained models.

* |CL performance can be improved during

* Pretraining
* Diversity of pretraining corpora significantly improves in-context learning performance.
* Clustered data is good for ICL — similar examples should occur together.
* Inference
* Examples with embeddings closer to the query samples yield better performance.
* Diversity among examples yields better performance.

* |In-context learning implicitly performs some form of gradient descent.
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